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- Fore\irofd

Spyro Kalomitsines is a teacher of pmblem solvyag“who wntip fmm his experience m trauung

‘students w strong desires to succeed in solving dxfﬁcult problems in- mathématlcs This repert de-
. scribes general methods of problem solving that he has found to be. helpful in his teaching. It also

presents the results of a theoreucal effort in which he formulated the heuristic principles of one of
the methods explicitly, and unplemmted them in a computational model of problem solving.

Many of us hope that the concepts and meihods of cogmtwc psychology can be used proﬁtably .

by ‘teachers and other developers .of educatmnal materials to help provide clear and definite cxpress.ions

of ‘their ideas and methods. I(alomxtsmes report gives an example that provxdes justification for
' thxs hope. ‘ L
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Abstract . ’ .- .
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o

This study concerns two main dlfflculties experts and novices often
have ih solving problemsg ‘and suggests approaehes for eliminating them. .
The first is the difficulty people have. in using their knowledge to s
breach the decisive solution ldea. The' proposed method for elimindrlng

this dlfficultﬁ consists of a dlrected enrichment of tne problem spaée.
and will be presented in the way it is used 1n class, as well as in a!
different form, as a problem—solving process~ A computer<program which
a4 Solves: problems by using the method ‘4s also presented. A second
difficulty people have in following an alternative procedure is th{ ,
they make circles around the problem. ,The method proposed here presents "‘-'f’

e scheme to be uséd in generatingynew approaches‘to the, problen.
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' SOME NEW WAYS OF PROCEEDING' IN PROBLEM SOLVING. -
| Two neiﬁmethods will be presented here, to help people overcomef
difficulties that often occur in prdblem selving.l- N

~ C - o ‘.{

The first method is(called the method of description and’ 15 used‘m‘ o

when the problem solver has come to an impasse in his solution attempt..'
- The methoo is ‘based on a directed enJichment of the problem space. ‘and
-:will be presented here in two forms Eirst, the original form of the
method will be presented ‘as it has been used for about three years 1in
"the author's classes “of:15 to 18 year-old high—school students.- “Second,
- a more formal version of the method will be 'presented- 'as a list of -
principles. Einally, a ;condensed computer program will~be presented, ¢
=% where the program automatically -solves rather difficult problems by

using the method*in a small area of algebra and geometry J 'ﬁ fg i

-

The second method called getting out of loops,' is used when,_ in
the so}ution process, wa see that we are loop infcircles ‘around the -
. problem. This method helps one to get out of e loop, by using a novel

scheme that generates new approaches to. the problem ‘ T L

’
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This\list of principles was made at) the suggestion of James

\
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C . .The Methed of Description L, .
‘u‘ P , ) ' . ] .“'. "N ._ ) : -
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In order to make their students more efficient ‘in solving'problems,

many mathematics teachers teach special methods (heuristic strategies)

- One such method is used ﬁor solving complex problems with many;-h'
_variables. In this method a person solves an analogous problem with;

fewer variables and. then tries to exploit, either the method or the: '

_result of that solution (Schoen(eld 1980) . Another such method is the

v

pattern of. two loci (Polya, 1967). Many 1lists of such useful

AinstruCtions are available.

-

.can, .after ‘careful opservation, classify solutions actording to the

common characteristics'they have, so. they can. derive useful heuristic

ki

strategies for other similar problems. But as every problem solver

: knows, this procedure of making heuristic strategies for special cases

of problems is endless, because there will always be’ problems where none

-'q

‘of these strategies would work. We should always try to extend the list

of these strategies fo new .areas. But it may not be possible to devise
a new heuristic strategy before finding the ‘solution of a novel problem.
Such a thing might even be a contradiction. We can only try possible
'strategies that worked for other partially similar problems, or we can

apply theorems, etc., hoping that we can find the solution.

{

Sometimes we can, after a few trials, - decide roughly' what the "~

solution .might be like and develop\a'strategy that seems to be sultable

in this situation. 1In this way, new strategles can be. found while
working on a problem, but invention of new strategies before any trial

seems very unlikely.

Experienced problem solvers in a specific domain (e g.. algebra)

PO



all alongr'b

A common siltuation 1s one where ve have reached an impasse elther

from the beginning, or after som@ steps, although the required knowledge

exists in our ‘minds. Let me emﬁhasize here, that I belleve this is the

'most usual difficulty ‘in problem solving, People fail to make use of
knowledge that they actually have.,' -Certalin constraints in people S
minds, useful in other cases, prevent them from finding the way to the -
cructal idea. -, , ‘ ﬁ

[ ~ , -

- L3

Let me clarify the situation here. For a certain solver, all

-problems can be divided into two sets. The ‘one set- of problems includes
the problems for which an algorithm is 4lready in the mind. For
example, 1f a linear differential equation is given, the same algorithm

can be applied as was used in a similar case. -

A

. For the other set, the rest of the. £roblems, only one general

method canﬂﬂe”applied: trial and error.. If no known strategy seems to-
. work, a trial and error method takes place in an attempt to reduce the

. difference between the givens and the goal. We apply anything avalilable

that seems likely to fill a part of the difference. The belief that we

. understand what this difference i§ gui&es us toward a certain subset of

all poesible alternative agt&ons to\try, thus reducing their number. So

we often find a .solution after some trials, perhaps after the firstf,

trial. - waever, -there are. many tases ghene this limitation of

alternatives is the reason for failure. This is often the case, for

example, when we get stuck at the start of a problem and rearize when

given the’ solution later, that the relevant knowledge -had been present
' : Y .

~
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Polya {1957) tried dramatically to help people -‘ir‘1 this difficult

-situation. Here 1is an excerpt Yrom his instruétions"l'...combine the -

' .details differently, approach them f{rom different sides...try to' see a- |
| L new meaning in. each detail..." Similarly, Wickelgren (1974) tried to
focus the reader's attehtion od the same ma;ter,' giving more. specific

instructions than Polya in the chapter entitled "Inference.® Finally, I

" think that teachers, using special heuristic strategies, succeed 1n
,  overcoming this ‘difficulty fellowing an-indirect method, by "trapping"
the problem into one of theirpstrategies. But this succeeds only é’ a

-

. fraction of ‘the casés, as I explained before. Besides, even if a "

problem can be sc&yed by a certain known strategy, there are sometimes

broblems in,knowing how to_applx the.strategy‘(Schoenfeld, 1980). o,

W -

ihe 1'n structions of Polya and Wickelgren are very good -and have
focuséd on the right~issue, but they cannot always be applied. So, for N
those people who need.more specific instructionsi a problem arises: How o
' can someone see new meaning in each detall, or how can someone force his
mind to draw tHe right*thferences’with<qertainty? This matter has 'been
. bothering me for many years, and I have been tryimg»hard to extend'the
instructions so that they would' be more dynamic and active,. As a
eacher of mathematics for many years, I have had many opportunities to
try out my new ideas on my students.xihfter fnany trials, I have devised
a very simple method which I call the "method of description.” This
method has' (proven- effective in .improving pecple’s problem-solting
abilities. The meﬁhod tries to give power to people in very simple

- ways, so that they increase ' their chances. to quickly see "the ‘new

meaning in each detall,” or to draw the right inferences.

-~
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,
here is the ‘methed, 1n its original form, as 1t 1is used in the
classroom. .First we read the problem many times until we have fully

grasped the givens and the goal. We try for a while to solve it, Now

.

suppose that ,the‘problem is not a routine one: none of the st:ategles -

we know seem to be applicable and no other idea comes to ‘'mind about how'

to solve it. The problem\appears to be a new and difflcult one. This
is & case in which we would start applying our method.' The -method "of
description should . be applied after having made such an lnvestlgatlon,

or after having. made attempts to solve the problem and having come to a

dead end. S ' - . e ‘ s

S/

&

. 94 N ' ‘
To use the method of description, we take the vardous parts or

detalils of - the\ problem and we try to recall al} relevant knowledge.

Because there is danger that some constraints may inter#ene and prevent

the cruclal ‘1dea from emerging, we should do this: ‘While looking at a°
part of 'the problem, we temporarily try hard to forget the rest of the

problemf'” We focus our attentich on this part independently and then we;

sﬁart recalling anything relevant. We write down anything that we

recall ' in  short ngses. This way of writing down short notes helps the

mind in recalling more lnfermatlon: as well as the eye in refognlzing \

qulckly the required idea while scanning the notes later.

Some more analysis and,clarl;lcation of the metbod will be given:

\
through examples. Three examples will be given. one puzzle whlch wllb
be followed by further discussion and comménts, and two problems Saken

from actual work in the classroom. - .

.,d ) . .
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. IQ? DEleem nsidsr the puzzle. shown in Eigure 1. .You are given
a chec&g;board and 32 deminoes. Each domino coversg exactly two adjacent

. squares on the board Thus, the 32. dominoes can covérqpll 64 squares of

LI | ->

. the cﬁsckerboard - Now™ suppose one square is cut .of f from ‘®ach of two
_diagonally opposite dorners of the bpaxq Fs it possible to place 31
dominoes on the board so that ‘all of the remain;ng 62 squares are
covered?~ _If so, show how it can‘’ be- dqne, S if not prove it is

%E?ossible. You can try for a while to solve it before reading one

,

SQluﬁiﬂn'bx thﬁ method ef dessrin:ign Many people find it very

hard to solve this problem. Let us start ‘the method of dsscflption.
What do.I see in this problem? ‘

I have 62 squargs. o |
I have 31 dominoes. X

| Eachidsmino is rectangular. (feed bach)
tht.sre the properties of rectangles? -
Parallel sldes, congruent angles,’ congruent diagoné}sl etc.

What else do I sss? ‘ . - f - A
Let us focus on another quailxt
Each domino covers two squares;‘
The two squans have a comﬁon side. ,
The -two sfguares have'different colors. |

SO'ohe domino covers one‘black and -one whitsxssuars.

Here I see a simg/p\porrespondence.
;g‘domino covers 1 black square. and 1 white square. (fesdback)

-

t



So. 31 dominoes cover 31 black squares and 31 white squates.
Is -that possible? | | ‘

How many gqﬁéfes do we have? , . . ,

« What are their colors? g BN o v
. Let us-be careful here. £ )
Wp have 62 squares. . ‘ / ' ‘

. Two white squares have been remcved. - .

So ‘there are 30 white and'32‘black~squares. T " , -

4

- " We can of course go on describing,bbutvlet s stop and take a qrick
" . look at 'eveyything ve have written gg(f;;T#E;;\Tt pogsible that the

cruciai,idea is contained in what we have noticed? Yes: obv;ously." We

\ . - . : ‘
have proved that 31 dominces can cover 31 black and 31 white squares, .
but our checkerboard has only 30 -white and 32 black squares. 'so it 1is’

impossible for the 31 domiroes to cever them all.

& '. | . . T
Discussion. What most pecple will have ignored- or overloocked is

_the fact that both of the absent éﬁuares are white, de that each domino

' ‘covers one white and one black Square; This cbservation is the 'crucial

idea, whidh unless ybu go about the problem in the pfopoéed way((by'
describigg in short notes) giilkprdbably escape you, as, experﬁments‘*

have proven. The . color of the squares is the information that most

-

people fall to use. This 1nformation is in an 1mp1icit or semi—impllcit
'form and by describing we make it explicit.

Using the method of description means following this advice. It
you cannot solve your problem, .don't go straight to the target. Go

around.it. stcribe everything fully. Include all the feétures that.

you ~notiée'*(féedback). In a very short time the crucial idea vill be
-written on the paper in front of you, and then all you have. to do is to

-

S 14
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rec gnize 1it.. It is not difficult to’ ignore the irrelevant data,‘which |

' can be done by re-examining all the information you have recorded. ' If |

you have prepared your mind, as Pasteur said it will be easier to'

recognize the ruclal idea, and you will not become lost in the enlarged

- probldin space._ This is one of the reasons‘Ze use short motes. |

.
'

Some readers may argue here that‘a danger of getting lost in . the
| large problem space reduces the value of the method. But I can answer

_with the foliowing.: (a) ' Before . starting to describe we urge"the

-student to go around" the problem, etc., (a preliminary work) Tnis iS‘

necessary, because then »sthe mind will be prepared. Eurthermore,

\\r-

| searching around the problem té see whether _any similarity exists

-between‘this problem and another with a known solution, or thinking if
any ‘known strategy can_be.applied, etc., can be'consideredvto'be a part
afr the description. After ‘such an'investigation ve come to.the detailed‘

description, if we are already stuck. (b) One question: ﬂpichfdo you
prefer, to abandon the attempt ‘after | getting stuck, to search in a
narrow but sterile space, or to search in a _somewhat larger space that

--most probably contains the crucial idea?

. If you cannot find the'crucial tdea immediately, continue to draw
more inferences by feeding back, describing, and scanning your data

again. You must have patience, perseverance, a . good understanding of

‘the method, and the will to solve the problem. With practice, the usual

hesitatlion to bring out the right tdea will disappear. (Som¢ strange

inhibition or 1lack of courage prevents us from making information .

explicit that 1is presented in a subtle'way.) Thgse are the constraints I
. have already talked about. ' | |



AN

It is rather like a-battle.. If we khow only a few things about the
enemy, it is unwise to go straight at- him. It is better to go‘around

the enemy first, teo gather any information we can-&nd to try to discover

*. his weak points. In problems we have to find the subtle points.

There is something that I would like to emphasize here:. A certain'v‘ ‘

-

kind of training in the method of dqscription,has proven useful. Before.'
giving students exa‘gles, they should be given training in which they
are given 1little phraSes "and are asked to say’as many things as’ they:
can.- For example, give 'students’ the phrase “isosceles triangle and ask
them  to describe just this phrase. The following'gight be'pant bf the

. .‘_

response:
‘ v o™
It has two congruent sides.‘ BN
It has two angles. . ;V S R
‘It 1s symmetrical about.an axis. L ‘ _ o

The bisectors of the two equal angles are equal in length
There are two congruent medians.
There are‘txo congruent aLtitudes.- (feedback)

The same is trie of the medians, as well as of the bisectdrss ~\\’

. c5d ‘ ‘ . .
(feedback) _ ! ' ' \
' J - - : :
What are the properties of congruent triangles?' é;, )
etc..’ - . S

”

. ‘ ¢ '
If we train ourselves properly, we can extend/t;;;’ . process almost
infinitely. Ultimately we shall be able to’ do it silently, writing down

only a few pleces of Information, or not writing at all. If this method

‘is applied by a class of students, we shall undoubtedly observe

individual differences 1in terms of the inferences drawn. Where does

this situatlion. lead? First, there is the possibility that different

" " -

16
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| ways‘ef.splving a problem will emerge. “Second, if a problem is

-~

¢

extrehely- difficult, ‘the various 1deas that have arisen wil& produce
still more by feedback when presented to’ the class,_and so our \qhances
of hitting on the cnuclal 1dea are greatly !.m:r'eaz.:e(!"E )
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Another example'involvas_p rather dlfflcult preblem ‘©of Euclidlan

geometry. I gave it once to a class of students, untrained in the

' methpd of descriptlonc‘es homework. The next day, tl ey all. came in

L

complaining that it was too ‘difficult to be solved. I also gave it to a
class of students tralned 14 the method -of descriptlon. At first I
remlnﬁed them of the method and I urged them to use it very intensively.

A number of the students solved it. Here is the problem (s igure 2)

and the solution glven 24 6ne student' o \
“ ¢ . LY .

AD. The goal is to construct an 1sosce1es triangle EDF, (ED = EF) with

angle DEF having a glven measure O, and the vertlces E F lylng on the

—

sidgs AC and AB correspondingly. - o : ’ S

#.
— '

description: ‘ : ~

The problem. You are given an acute triangle ABC and its altitude

, solution by the method of description. Here is an
example/ of the solution "that a- student gave,frusing the mefhod of

. And






" 16.
I can describe the main parts, but let me first éeparate them (see

Figure 3). | N o , T

St
c )Y

1. Seeing ABC what relations can.I recall?
.,Zét me start writing. ,
’ Angles A+ B + C "(A is the abbrevaition for m<BAC. )
IBC - AC| <IABI< BC + AC ete. f : |

\

2. AD is the altitude.
W ~ AD is perpendicular to BC.
f{ | | _So we have right angles.
We also have right trilangles.: | o ,
.~ Let me write’any relations I recall: .-
(AB)? = (AD) + (BD)? |
(AC & (AD} + (DC)? \ e
C(ABP = (ACR + (BCR - 2(BC) (DC)
(ACP = (ABP + (BC)2 - 2(EC) (BD)
trlghglelABD = D=90, A+ B =90

etc.

]

‘3. Triangle EDF

[

]
g

Itﬁisxisoscelgs, ED
mlE = 8, méD = méF
But m‘D + m‘F + m‘E = 180 (feedback) . .

Solution of the equat:ion 2 (méD) + m‘E = 180‘-—>m4D (180-9,) /2
: So)the measure of D is known' (180-8) /2.

e That 1g, the angles oI triangle EDF are constant.

/ . Triangle with constant angles. (feedback)

| The ratio of two of 1ts sides is a constant: (DE/DF) = \.2

Also, (EF/FD) =A, -(DE/ED) = /A -

) | . | 20

At




il
4. (See Figure 3d) '
Wﬁaﬁde'I‘have hgré now? (feedbégk)
m<FDE is known, let us call it ¥.
m4DFE is also ¥. .
ratio (DE/DF) =A. etc. .
i Can I find the position of E?
Can I exploit the’abovq retations?
A known\a§§le. a knoyn‘ratié.*f _— )
Yes, it reminds moibf.a;knowh algorithm, the:coﬁbinafiqu of a

rotation and a d%lation.3

L I

r

*
)

“Let T be the set of all the isosceles triangles with angles 6 and.

™ (180-8)/2, and let KIM be a certain triangle belonging to T. If K'L'M'
is any other triangle of T, then KL/IM = K'L'/L'M':” that is, for any

triangle, the ratio equals the constant KL/LM. /

3In the students’ gecmetry textbook. there was a ~chaptér where

various geometrical transformations were studied. One of the cases

there was the case of a rotation about a point followed by a dilation.
((In our case, the rotation of AB about point D througg the (180-8)/2
angle, and then the dllation of the image of AB, with center D and scale

A will map AB to another segment A'B'. The intersection of AC. A'B'
glves the required E.)) . : '

¥
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Application of the Method of Description: Example 3.
L ‘ . . .
_Ihe prebjem. Prove that 55552222 + 22227222 35 divisible by 7.
. $ - N -

Stép reading and try to solve it by yourself.

. Two students' solutions.’ I once gavé.thls;problem to my stydents,

vho had been trained in the method of description. One of thep began a

’ .
.

description like this: _ , |
' What do I 5o here? o F/fj*f o -
"1 see the sum of twd powers. | ‘ | |
There appear the numbers 5555 2222,
' What inferences can I d;aw? , , |
5555<=’s x 1111, 2222 = 2 x 1111. ‘(feedback) ' B
It reminds me of the properties of powers. .'q’ : |
(ab)n = a"y . ank’ = (an)k . '

(52)1111 x (11112)1111 4 (25)1111,," (11115)1111 3 .

2,1111

or (5 x 1111%) 511l LT .

-

+ (2 x 1111 )
¥y What do I see now? “ The sum of two powefs with 'the same odd .

g

exponent 111l.

{feedback) It rem;ndé me ofﬁthe identity. ~
_ah +bM = (a +b) (@™l = atZb # ... bn-l)

i ~

"So we have: B |
(52 x 1112 + 25,x 11115)(55552(11103 + .00+ 2222201110)
Step reading and go on by yourself

Let's now try to see what the remainder is of the division. s
(52 x 11112 + 25 % 11115)/7

- [}
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‘ , It is very easy now to find this remainder, either by making‘use of '

simple number theory, or by dividing the result of 52_x 11112 + 25 x

—

e

11115 *, which is simple. So we see that the remainder is.zero, and thus
the prbblem is solved. ' . . L ' '

L )
N

Another studentfghde a dlfferent descriptlon.

. ‘ ~ _What do I see here? -

) | I see ‘the sum of two powers.

I see 5's and 2's only. o - ‘ .
What i; the goal? , ci\
To prove that the given sum is.divisible by 7.

Let me repeat: - ‘ ' | - : .

-t

5's, 2's,’7 ... 5.2, 1. g
Is there anything to connect these numbers?
5+257 ‘ o

or 2 »7 -5 - - )

what about our” prablem?

2222 = 7777 - 5555 . | . * |
» : q ' #“

. . \
55552222 4 (7777 - 5555)5555 = [out according to the formula,

(a-b)" =a" - na™' b... - ‘b"] 55552322 4+ 777755% - .., -
55555555 | '

Let me use xhls"

77775%%% - ... is obviously divi#ible by 7:.
} So the rest of the expression must be divisible by 7:
| 55552222 - 55555555 = 55552222 (1 - 55553333 ) ‘

23
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Since. 55552222 is not divisible by 7, 1 - 5555%33% pust be

: divis}.bie.b‘y 7, or 55553333,/7 must leave a fe;méinderfof 1. "
But since 5555 leaves a remainder of 1, so 5555''1* also gives |
a remainder of 1 (slmple number theory) - -, b VRN
Figakly 1 - 55553333 is div¥sible by 7 and “the prcblem . is e
solved. , _ '
H ‘fT\
“ L 3
A el
/ ~
B | '3 v
. ’ ' ) \
v z
& > \
* ‘, -
.
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The Method of Getting Out of Loops v
I. think this method will be better presented if we \staft
impedidtely with examples. . | o
: o . a R i
‘Application of-the Method of Getting Qut of Loops: Example 1 ”
: Lo

‘/, Figure 4 S .

o
~»

L4 .
The pr_ghlg’m\' You are given four separate ;piec’:é‘s of chain that are .
each three links in length' (see Figure 4). It costs 2 cents to open a *
.lir)k and 3 cents to close a 1ink. + All links are closed at the beginning
of the problem. Your goal is to join all 12 links of chain into a

single circle at a cost of no more than 15; cents "(see Flgure 4).

A : o m——

Sample solution. Most.people.fall into a loop while trying to
‘solve this problem. You can also try for a while to solve it, before , .
reading on. Here is the method:. | | '

4 : t

s )
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: ' BTN
Divide the paper into two equal parts separated by a straight line.’
On the leff half try to write a description of all the attempts you have

‘made to solve the problem or all tho procedures you have followed. If. .

some attempts: look similar don't take too lomg désonibing them all
ind'kidually, It s useléss.‘ﬂDescribe them only according- to theif
{class. ' So it would be better to cl&ssify‘them before writing, 1ﬁ3.)
suppose that you started by opening the end links of the first plece of
chain and then you jolned.the one end ‘of the first pgece with one end-of
' the’ sbcond piece of chain. You continue by openi% .e other end 1link
of the second plece of chain and doining it ‘one end of thefthird
piece, etc. Continuing in this way you fall to solve the problem, so
then ;ou start again, for instance, by opening the end links of the -
 second plece, and joining one of them with the Qﬁnd 110K of another
plece, etc. Obviously the. second procedure you have attempted is
similar to the first, and;if ‘the first will not solve the problem, the
second 1s unlikely to either.»- Always beware of similar approaches.-
After identifying such similarities, wve go Sh dogcribing* on the
left-hand 'side of ,the papor, while on the rightfhanq_sido we try our
best to express all possible negations. One of these negations will
often glve us the'crucial idea to enable us to get out of the loop. If
you,do not see the cruclal ideé immediately,(gp‘onand find some - more -

negations. S

¢

- 'l .




§ . | | , - | )
: dnsnnin;lgn of - . : All possible negations = -
a::empta or procedures | ) | 'S
What have I done? "”; T . : R \
. . I have tried to join all o S ‘ | ) ' b .
‘the links into a circle. ' o ; &
s I have tried by opening the . .I don’ en the end links, but’
end links of one piece and , I other links. I open any .
Joining them to the end 3 1 s. I open the middle 1links.
of another piece, etc.. . 1 open the end and middle links, .
. AR o : QtC. . L " / o
1‘, e . " ' ) o ,\ R
-,%?:.

-

~ Don't he&tate to urx.&, anytmﬁ ii the )r.‘lght:-ehand “column  which
negates the rirst half. Now have a quicﬁ'loak at the right-hand side of
the pageiq.lt 1s not difficult to recognize“the crucial 1d@aﬁ’ Open the
end and~»ﬁ¢ﬁ&le links The solu fon’ is as fbllows' We open: all thres
llnks of one piece ~ it costs 2 cents X 3= 6 dentsQ - Then we connect
two end links withéeach Qpened link - 3 cents x 3= 9.cents. ‘The total

: ‘;»u'

1s 6 cents + 9 cents = 15 cents. _‘;ﬁ;(;rwf

n . C. n f *' : . .o
It yod stlll find it difficult to find negat;ons, you can ' follow

‘this simpie way-- Take oqg sentence from the left side, i.e,,-I have

trled by opening the end links of one piece., \{ L
Now repeat the sentence inserting the wo?d* "not™ in various places,‘
* between the words. Some of the sentences produced in th1$ way may have

' no meaning, however, some may haqusome meaning which is requireg. Let v
R ’ . - - * ‘ . ) ‘ . -

-~

usrtry here: ‘
| 1 ﬁhve not trled by opening the emd, etc.

I have tried by ng: opening the end,ge;c.v

I hgfe&tfied by opening pot the end, etc. .

| 0bViousi;\£hié lest sentence inciuees the crue;el idea ofu opening

¢

the middle link.- L.
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Discussion. Using this method you can sucseed in getting rid - of
gthe strange hesitatlon pecple often have about changing procedure.'

Perhaps previously learned associations prevent our minds from grasping
- theé correct procedure “for a solution: Unnecessary qonstraints'are.often
introduced that kKeep us on the wrong track. |

BN

We get stuck on the idea that we should join the chains end- to-end

" because that‘ is the wéy fn which we normally 3oln:lengths of similar

"objects, like pleces of string. We get used to wvorking with certain

ideas . that ‘we find convenient. " For ‘that reasdn; too much knowledge is

«

often as much of a dlsadvantage as too little. When we have a great

deal of knowledge, we sometigaz get confused about which bits to use,

“and we sré'in danger of fsllind' to the trap of getting stuck on ‘one

$

plece of information or one procedure. When we have only a little '

‘

"knowledge, we are more receptlve to new 1deas and metheds. On the other

‘hand, difficulties arlse from the fsct that we are unaware of the

existence of similar problems or knowledge which might have helped us.

.:.’ . s ) ‘.‘ r“l '- ’ . .
Wﬁmmummg'mﬁg Example 2 - .

Ihg-ﬁtgblgﬁ’ You are .given six matches ‘and you are asked to make
. four eqyilatgral triang;es with them.
Try for a while. before reading on. | : - .

-

-

7

! .
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Ammmmmummxm

A full descriptioen of - - Allmssihlﬁneg:angns :
First 'I made one triangle -~ I don't make only one triangle

: S . S 'first but more. )
Then 1 triedvto make a c | ‘ I don’ t try to make a second but :
second with' a'commen side. ',two more. | ) o

- -

This left only one match.
Is there anything I have not

*

mentioned? ‘ '
I am trying to do it on my Let me not try doing it on a table.
table, etc. Let me try doing it not-an a plane.
SR Let me try doing it in space..
- ' (crucial idea)
Y ‘ . ! ‘ . >

i ) ’ ,—"‘Fx.\‘ A

A} - : : a0

The solutlon is to make a tetrahedron 'in three dimensions (see Figure

25. .
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N Discussion. After sdmeﬂpréctice we shall be' able to go through

| this process without going through all the steps. We shall be able to
flnd the right idea or the right procedure qplckly, by writing down only
a few pieces of lnformation. This methpd cag_be summarized as follows:
Analyze fully-what you have done until now, then try‘ to' express
neéatioﬁs ‘1n all possible ways. This'increaées flexibllity and helps‘
you to change procedures after you have gotten rid of all Uhnecessafy

' constraints. Maybe here it is the word “triangle," which‘refers to a
filgure in a plane; and which constrains our brain to attempt solutions
in a plane. | | | | o

’ . N .
b - e

mlmmummmqwmmums Examlsa

Ihg preblem. Ellminate a“ from these two equations:
. \
. ~ x3 sina + y3 cosa = c3 sina cosa

*  x3% cosa + y3 sina = ¢® cos2a
* Try for while before reading om. . . B

A samﬁln sanxign. If you try to eliminate "a®" by expressing “a"
L ) : ‘ ) J .
or sina or cosa in terms of x and'y, you will come to a dead end. Go on

*

. applying our method by yourself. . | ?“
. ’ . . . g
I try to express sina in Let me not. try to express sina in.
terms“terms of x,Yy. . terms of x,Y.
1 try to express cosa in .Let me not try with cosa either.

terms of x,y., but the
same difficulty arises. .
, .
I try combinations. by trial - - 4ot me try.another transformation.

and error, but again I come Let me try to express not sina. -
- to a dead end. . Let me express x and y in terams

of sina, cosa.

v,




We‘regard.theSe two equations as“simultaneoun equations in 'which.
x3, y3 are the variables. A similar problem would be: B
ax3 + byd =c | | ‘ |
~a'x3 + b'y3 = é‘. S e ’ | o
*  Why should we follow thls prccedure? Never ask  this question in_
problems. At this point’ we cannot know where the procedure will lead

.or, indeed, if it will produce anything usefuf% This question will lead

to dangerous hesitation. we always hope that the new form of the'

problem will show ns;thé way to the -solutton, and this very often

happens. After solving this. system. we simplify and finally. |
x3 =¢c3 cos?® a  x = c'Cosa |

yl = cd sin3 a y=c sina . g

. .

Thus we. arrive at two very simple equations, anqy)the solution to
our " problem is’ obvious.~ ‘1 can solve the statement cosa = x/c and
§ub§;1tute the second y = c sina = ¢yl - cos*a ., or better: |

" y2 =c?2(1 - cosza) arid thence . | ‘ N
y2 = e (@1 - (xz/cz)) | \ |

N

Discussion. In this problem, man§ peqple introduce the unnecessary‘
constraint of trying to express the'variables to be eliminated in terms

| of the others, because in other problems they have followed this

procedure. Try to get away from the preconceived ideas you have in your

head. So, if you feel you have gotten into a loop: .

)

Negate the method you have been using. . .

Negate your progress to date.

What other posslble courses exist?

Negate the form of the algebralc statement in the problem, it
there is one, and then continue. “That is, make all possible

3

transformations. ¥ : . o

31 .\
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Refuse to lock at a form from one particular angle.’ 3

H

Look .at it from others, too. Take auxiliary lines — then more

R

auxiliary lines. - ¥ o : " ;

Nogate the aﬁgle from whioh you have approached the problem
Describe mére datails.
. Nega~our description to date..
What other description could have taken place?
Nhere else could you have started? ‘
Cive the whole thing another 1nterpreta£i . Re-interpre£
each detall. _ | /4’9 ‘ |
: See what other people have to say. Talk ‘ahout 'tho;'problep
with other people. a ' . | |
If you are tired, leave the problem for a while.
Leave it for longer. ‘Do something else for a while.
If it is late at night. 1eave it and go to  bed. Perhaps in
the morning you will have an idea, or a fresh course will
; :occur to you. \ S . . R
X If you are taking an examinatiou, go on to another problem.

Come back to it later. Perhaps you will now be able to see a

new approach.

¢

To recapitulate: If you get stuck with a problem, of whatever
kind; - if.your research project,bogs down; if you feel’ unable to press’
‘forward’despiéb.the doscription Qou have made, then I repeat,} make a

;.Fareful analysis of’ what you have done. Classify your actlons into
sinilar groups, if there are an§. And finally, make all‘ possiblo
. negations. - One oﬁ.them will show the correct way to the solution. But

L 4
JAf*“it does not, don t give up. Carry on and find more negations.

-

'Y

*
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3

. A Solution Process Based,on the Method of Description
' h

This section presents a more specific version of the method of:
_description in  the form of *an informal specification of a
problem—solvlng process. A goal of this formulation was ' to provide a

basis for formulating the method explicitly, as -a computer program.

Several slightly ditﬁerent lists of component processes could be
‘made . The method of description refers to how we can-find the»cruclai
idea,. not to how to produce the whole problem solution. Hbuever,_ ‘with
the .addition of a few mbre coqponents, our list of processes can glve.
the whole solution. We can decide about these féw extra things, so that
our list could botter be used with certain classes of”pgpblems, for
example, problems to prove. We can make a somewhat Ionger 1ist  Iif we |
want to’ fit more . classes of problems but in any case, the method of
.description included in the list is essentailly the same. Here I shallt
present such‘ a liet, which is most suitable\for proof problems in pure
. mathematics. _ | . | | \

1. Describe of the whole problem through your known method of
solvlng- Check whether some method known to you ¢an be epplled
(contradiction, backwards, subgbals, other strategies) It you :
falled, go to (2). If some of your known methods seem to be:'

applicable, but you come to a dead end after trying _them, “you

can go to (2)l then (3), and then (1) again. If you still
 fail, follow_(S),ltheh (7). then (1) again. . A more powerful
. trial is to go through (3), (6), (7)., (12). and then (1) again.

33



30.

]

Describe the givens: Without introducing new elements, enrich
the problem 'space with the goals of any theorems having the
same givens. '(Eleﬁents-in géomeE}y'afé the points, segméﬁts,

‘etc.: elemen:g,in'algebra are the variables, etc.)

'Describe the main parts of the givens: Enrich the problem”

space with the goals of anyt ﬁheorems that have each of these -

parts as their givens. If you apply the contradictlon method,

ttach the negatiqn of the goal to the givens.

?
Now look at the entiched problem space: Is the ggai of your

problem included there? If yes, the solution is found.
s , - ‘ _ ‘ p R
If (4) does not succeed, then dO‘thiS' Find all theorems with

the same goal as your problem 'S goal (descriptton of the goal),

put them in random order, and -examine. carefully whether “the
glvens of any of these theoremsiare included in the enr;ched
broblem spaée.h If yes, then the iritial éivens.ahd ﬁhe, chaini
of fheorems"dsed to reach all the givens of our theorem,
together with the goal, are the solution. Eliminags: the rest

I ‘

of the elements. b SN

If (5) does not succeed, then do this: Take each subset of the -

- problem space separately and describe as 1n‘pfinciple (3). Now

go to (7). | o | o ‘

$:

At the new problem space apply process,(6). This is enrichment
by feedback. Go to (8).

4 S -
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12.

Fa

»

Try process (4). - ; : ,f | o,
If (8) falls, try process (5).

If (9) fails, check why it falled. Find what was missing, a

31

' 9// :
property, an -element or both.  If only a property is missing

’(fpr'example, the congruence of two angles) follow " once ‘more -

the previous procedure ‘(7), (9). 1If element(s), or elements .

and properties are missifg, find the case in which their number

is least.; Take this case (out of other theorems,.if thers. are“

more than one theorem heving the same goal as ours)~and add the

missing elements according to: the theory' 'If there are'f‘

alternativee to the misslng elemerits, ‘choose the one closest to

the givens. If there still is some property missing, in the .
new problem space, apply process (6). then (5). \-If no property

is missing, the solution is found (unusual case)

If there/ﬁs not a backward step frcm the . gOal so (5) faife
from t?é beginning, try to find an equivalent form of it, and
then tr? the prevlous procedure again, lsjﬂ-(é),‘etc.'

If you st{ll fail, then do this: 1v1de.the,1n}t1ai givens and

the 'parte\ of tﬁe goal ‘into sub ete containing at least two.

things (elements), or element;rsﬁd ropertiee.' Check to see |

" whether th ire is - any theorem with any of these subsets as

givens. Apply its goals, even if it introduces new elements.

Now follow again the previous pfccedure, {1)eeece.e(ll)-0of -

description.

35
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. Discussion

I hope that it has already become cbvious that our 1list tries to
exploit to a maximum degree the solver's knowledge of problem solving,
We also consider that the solver has a good 1idea’ of some methods of’
contradiction, working backwards subgoals, and- also that he knows when
to apply them (see Nickelgreh,‘ 1974) . Trying to exploit all the
existing knowledge is the essence of the methed of d%Fcription. If some
points of our list are unclear,, the following section may help you -
because a flowchart will be presented "there us%ng the 1list.

£
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A Computer Sii_mlat:ion of tﬁe Method of Descrip:t;ion

» " Here a computer program will be described which. solves problems

-

using the method 'of description. Some alternatives at the level of |

detailed implementation that can be used will also be described. We
" have programmed the model as a production system written in AC‘I? 'I'he |
detalls of the. prog'ram will not bo presented here. but only an outline
-of 1it, and its application in two rather difficult problems The
application will be based mainly on our 1ist of principles, 1~ 12. a

.

T Problem
" ] Statement

I
. ) y ’ ot ) ‘
L} : : S
x . g ‘ . hd

| - . o | Backwards |
; No Productions <€

Ye; Flexibility . 3 | : ‘ . “ ‘
rProouctlor}s | - l.\m _ | .
. NO . ¢ .“ : I . "\[{

o I Condition | Yes. C " °
" - & Productions” | . Finish j
. - \ ' lNo‘ ‘ " )

— »1 Description- ; : |
-~ ypi  Productions A Te

Yeslor.v Yes (alterhetive)

Return to Yes ( .
. .- - Problem s Finish )
‘ Y'No ‘

Figure 6
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“Flgure 6 shows the fundamental ideas of the program in the form of
a flow chart. I will discuss each component of Figure 6 briefly. o

~ The "Problem Statement" is represented asﬁ,a data structure, .
'containing the givens and the goal of the probles |

. The prohlem~£plving knowledge in the program 1s represented in the
-form, of productions.' First I will discussifﬁackyards.Prodnctions.“
These are productions co responding to the goals of the theorems. E%chyv
’of these;productions tries to match the goal of a problem. tg the goal of
one of the theorems.' If such a matching succeeds “ then, the program:
comes to the "Condition’\Productions, If not, it comes to the
“Flexibility Productions.” If it comes to the “Condition lProductio?$,'r
it does "Debcription of the Goal." If it finds the theorem or the
theorems that corréspond to the gogl found in the o -
'Backwards Prodqctions, then it tries to- match the givens of the
problem to 'the' gilvens of any of these theorems. If such a matching
succeeds, then the sol&tion is found. If not, then the program comes to

- the, "Description Productions.”

" The "Description Productions® are the most‘importent part of the
program because here the reﬁl description takes place, enriching the
givens by a forward procedure. The following strategy is used: First,
the program .takes all the theorems, and divides them dnto two classes.‘
‘The one class contains theocrems that simply transform a statement into
an equivalent ofle, or bulild relations without introducing new elements.

For example, the associative law, which transforms'a ;‘(b + ¢) intom(a +

p) + c, or the property of the identity element, which here transforms

'a,0 into a + 0 = a. The second class containe theorems that introduce

-

i
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new elements. For example: two points A;B give\a segment AB, or if "a"
is gur element, thenfthere is “-a" ‘which is the invefse element, a +

(-a) = 0, J ) o ' K | e

The program uses the first class of productions to produce new

statements without maklng dangerous enrlchments of the proﬁiem space by .’:

 1ntroduc1ng new elements. After the theorems( on the ‘first list are

applied to the glvens of our problem, the 'irocess returne‘to~the

,“Backwards Productions®. If no solutlon is found in the. new enridhed o
| problem space. the program mekes one more description by feedback andA'V

goes to the beginning again.'

b

If there still is no solution, then new elements are _intnoduced f!

economically, onelby one. When a:'new element 1is 1ntroduced,;the program

' goes back to the first list etc. The number of ‘times the program will
run ‘the first 1list before coming.to the second can be declded by the .

user. ‘Details such as use of a new element right from the beginning. or
the order of th.'reme in . the lists also can be changed to vary the
programs's.performance. Such changes wqpld sometimes cnange the speed
of solqﬁion; because they would speed up the enrichment of the-pfoblem[‘
space. (The feedback procedure 1; unchanged by such variations.)

The program has the possibility‘of finding different. solutions “to |
the same: problem - For example, if in the 'Conditions Production” there
are two or. three theorems with the same goal .and if it happened that we |
found a solucion by matching the first theerem in this list, a differenth~
solution could_be obtained by changing  the order of -those: theorems.
Thus; the program can bevused:to generate a set J? possible solutlons to
the problem\relatiye to the set ot‘theorems, or it can warn us if the
probiem‘cannot be solved with these theorems.

.
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Two alternativg processeS‘ involve’/ the action that follows the
'Description Productions.” Instead of coming to ”Backwards Productions, *
~ the process could come to another production,A a single? ore called

"Return,” where “there are only two conditions. The éondition contains

the ﬁhole statempent of our problem, the givens and the goal. If the.

«

program find \them ‘both in thé‘ehriched space:éfter the.déscription, :

then the solution is found. This is clarified in the following example:.

[

If we want to prove that in a ring we have a x 0 = 0, we take the givens

and apply description. ‘Then coming to the enriched problem space, thé

program checks to see whether such a relation, a x-O = 0, exists. This

-

process also can be used 1£ we have a problem in gecmetry. whe;e we want -

to prove, for exagpleh ‘that two - segments-are equal, a = b.‘ In the
enlarged "givéns' space} there may be many such equalities of segments._
That is why the whole problem is included in the test that is made in
the process "Return.” Otherwise, the program could not distihguish valid

~solutions from-any arbitrary relatioh of gquality.
| . " ) | - | |
If in "Backwards Productions,” fthere is no such goal to match, then

the - system comes to the "Flexibility Productionc' where it transforms
the'goal into an equlvalent one by applying operations.' Then the
program. returns to the - "Backwards Productions.” If this does not
succeed, then the program'cpmes to tWe “Description Productions,” aﬁd
follows the straight—forwérd procedure. ,Wheh the “Deccripticn" proceSs
hgs,been preceded By the "Flexibllity" process, the gprogram uces the
"Return Production.® If-thé "Return Production" féﬁ{fs‘the program ccmes

back to the "Description-Productions.” etc.
. .
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Anplis:aﬂnn of r-he mﬁn Er.qgnm Example 1 ‘.’,"g

R ﬁm pmble.m pmve that a x-0 = 0. . o NN

L 3 2 X o~ R ' ‘. N :.
Im: program's snlnﬁnn of m pmh].gm . The pngram vas glyen the

fouowing inferance rules, in the form of productions~

i
<)

"7 1. if a is an element, then a

} o8 . . N . . \ v‘.‘\““ | . l .
) u(l\ ¢ 29 lf a_ = b=>~b .-_- 2 et - ' o o ‘)\\ “f“"."“’l‘,)-”'." o R

< N } /
; <. N T
oo ‘. . : b oy
’_’ .;"\u o ,‘ ] _ — . R (\x:' i .: ] . :/)» i e =
3., ifa=b, b=c¢c=>Da=c , ,
‘ A ) ) _— k'S
: . N ] T /
i R - ¢ ~ o)\“‘\ 8 ‘,
. BN 4. a + b I b + a . , LR .
AT ' X f) ! . B c
“ N Ve .
i o 3 o Y %
N B . y ! R
- ~ v ) '
B T T =
."' 'l b
I‘V , I \3 o
, » . 1 ‘\ ‘X NN ! . ‘\ , -
o A ' R *
: 6. a+ (+c) = (a+ b) *C0 o
. . ! DRERY ' o)
A P y ’
"’\\'l", . ) » i
& s s ¢ N ]
7. a{bc) = (ab)c SERIR
; * ; .
- " ' & L. o o
\ 8.  a+0=a ‘ ~ ¢
. v\‘i, .- " &, -
) Al T . « .
. N . : “ .. . . P
L N DG R P , -
9,.'avQ=a=D Q=0 %
1l o : . Lo ey . e
R N T B : hof :

et R T g . (Y

; 10. a.+ '(‘-a) =0 . _ ‘
. vy o -

ii-"“If-a b c—;cg»—> ac —.bd a*vc =b + d )

. ’-‘"-(\‘. '.‘.. \I “ ! . ‘ \

.. _'4—"-(‘1 :".," > , . . ] ." DR . . i

v . ' ' ) ‘ v‘ J ¢ /
o12. a(b+c) ab*ac _ ) .

\

. . : L - .
v, ‘ ,“ t, . ) , W o .
136 - a,b‘ el ® a x;b = c 1s element, a +b = d is element
- ? S ! & ‘ - ) ‘L\': ) - R
. 14. if a is an element, there is -a: a + (-a) = ,
, S ‘. A . ¢ '
15, -Substitution law ., ' .
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?roperties,(zi, (4) . (5) were'eutomatioally applied by the program.

{Propértles (6). (7). (10), (12} were glvenrin thie way: . If you see
- the first side anywhere, you'can replace it by the second, i.e., if you
'see a(b + e) d = ab # ac-=de—— e v

AProperty (9) has the;meaning‘of the uniqueness of 0,.which was also ”
proved by our  program before. (It*.;s_not'ine;uded the proof given
" below.) | : I |

X . : -~

Properties (13) ‘and. (14) were programmed not to Dbe used at the
bqginning, but-after a repeated fallure. (In order to avoid 1ntroducing
e————ﬁew-elements_ahich_might dange:ously enlange.thegprohlem space, they aneM*w___,“
" the second list of the 'Description Productions .)

Thevprogrdh was’run'lqifhree different ways. GBresente‘d here" will °
_ be one of them, which was done in 21 steps: - )
. ' * Q ‘

;/y " 1., We have. the given.

. ) ]
$ : “ A }

2. We have the goal.

| ‘ | | . \ ~ | A
3. The program looks at the list of. the goals, and it cannot find

any goal like a x 0 = 0‘(Backwards procedure).

4. The program decides to transform (a little?) tﬁe' Qoali to an
equivalent one, so it takes the first side, goes through the
‘theorems and sees that it . £an match with- (13) so it

,transforms the goal a x 0=0 1nto vh-o where v§-a x 0.

5. The program now comes back to the Ilst of goals and tries to
match any. Then it seés that it can match the goal of Theorem

" ﬁﬂi ]. : A 423 o .-‘




10.

11.

applied,'and it doee 80, Vi T vy,

| Since ' and 0 exist and property (8)

The program Eﬁils at Theorems (9) .

39.

.i‘ . : ‘ . . . ‘ )
Next the program looks for tﬁb condition of the Theorem (9),

that is, for a + v a in the problem space. e

The program fails to‘find this. se it sterts descriﬁinggf

“The program tries the-refiexive iaw,‘eeee.thet.thet'it Can‘fbe

- N

-

;program builds the relation v1'+ D = vg.

>

IThe progrmm tails at Theorems (6). (7), (8)

‘ ‘\

(10).

can be ’?pplied, the -

12,

13.

14.

15.

The' program checks whether the proof is found,

-feedback

: here

. The program succeeds in Theorem (11) because here we have tw0',

eqpalities v1 = v, annd vy + 0 = vy,
+ 0) =_v1v1, ‘is bpilt. .
' oy

The‘distributive‘iaw is epplied:f vyVvy + v10 = Vyvy.

by iooking 'at
the enriched space for both relations.

(

a.+v0=a, G,O = 0.

It faills, and starts again describing from the beginning by
we had decided not to introduce new

(6).

elements, in order to avold dangerous enlargements,

Although
a’ new
element was mistakenly introduced: wvyv; + v40 was named as a
new-element;:‘Fortunately enlargement vas not too )large! So
the reflexive law is applied to the riew element ‘

vi0 = vy vy + vy 0.
£

43 | | | . \

Here the relation, vy (vy O



16, Theorem (8) is applied:. ir,v, + v;o + 0= vy +‘v,,0. e

17. Theorems fail (6), (7)., etc. , ' o S jil
* .

P4

18. vyvy +*+ 0 =wvw= 0= 0, Theorem' (9) is applied.
19. It assureé«thaf'Theorem (11) 1s~already applied.

120, It assures that the distributive law is already applied.,
. R . - . .

21. 'It checks and finds both @ﬁe givens, (v;.0)., and the goal,
(vy x 0 =0), in the enriched problem :space; So 1t repofts
"Finish," that proof is found. '

Wéfhade two alternative versions of the abéve',pfogrsm. " In the
first Gé c?anged fhe order of the theorems, so that (9) was ﬁut after
(12). Here we also made the program go to the. "Backwards Productions”
after desqription. | In fhls"way, the-solution was found éooner; The

second-alternétive used a forward procedure by ‘describing (eliminatind

*Backwards") and again the solution was found sooner. .

Here 1s an outline of the scolution of the problem to'prove ax0 =

% 2

o, follqﬁing fallure of an attempt to solve the problem by backward

search .4 : o . ‘
4 . . N .

1. a=a description (reflexive law)

2. a+0=a . description (1dentify element property)

—..-——_--—_...——.._--....——_..__-.-.———_..._‘_-—__-___.-_——__----—_.-—._...———-—-.__-.-—..——_.-..~....—_n..__

3O£ten in the.,past I have given this problem to students of mine. . -

They found it extremely difficult to solve. Thsy could not make the -
cominations (1) - (2) - (3) - (4) ..

44

LN




-

3. ‘a(a + 0y =axa description by " feedback
operation) )
4. (axa) '+ (@ x 0) = a x a
(distributive law) I
Trials-fails
5. (ax a) +-(ax0) = (a x a) + (a x 0)
feedback (reflexive law,‘useless)
6. (axa)+(ax0)+0 (axa)+(ax0)§
feedback (idantity element, useless)
7. (axa)f(a_x()) =.ax a ,=->a x 0 = 0
- 1dentity element) . «
8. Proof is made.
- | e L “
mM‘ume: Example 2

.

. {uniqueness

é

descrlptién

, deééfiptién

(uniqueness

A short version of the solutlon for a geometry problem will

41.

of

1

description by feedback .

by
by7

of

e

presented here, as it watc done by the program. The usual theory of

- geometry was used.

A
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The probklem. " A scalene triangle ABC is given. We extend AB and AC
so that BD = CE, and we draw the segment DE. The goal is to'prove hat’
DE > BC (see Figure 7). R |

The program's solution of the nrohlsh.

1. The program goes to the Backwards Productions, and trieo to
 find any theorem wilth the same goal. Three such theorems
should be found. : i : v
:- a. If ABC A'B'C’ are triangles and AB = A.B'
| AC = A'C', 4A > ZA', then BC > B'C’.
b. If ABC is a triangle and ‘B > lC,&thnnwﬂC > AB
, c. IfAB> DC and DC > EF, then'AB > EF.

t

oy

2. Then the program comes to the noxt list ofiyproductions,ﬂ and
‘tries to see if the givens of any of s¢he la, 1b, 1c are
included in the givens of our problem.‘\‘This fails and so
description #tarts. |

3. In this case, the program was run with ;ntroduotion of an
‘auxilliary element from the beginniog. So, while the‘program
.applied the definition: If P,Q are poiots, then fPé is. a
segment,’ it built up the segment BE. 'In the next oioouctions
of. the deScrlption, the program applieg all the  theorems of

gepmetry that were applicajjle so:

4. + It noted the existence of khe triangles ABC, ABE, 'BCE, BDE,
" ADE. o | - » o o

+

5. It noted their sides, their' angles. , - i
S ‘ - 7 « '

6. It noted the external angles of triangles ABC, ABE, BCE.

o - 46




VA
7. It found relations between external angles and internal onesf
. 1i53(‘ .
- 4DBC > “BAC - _ :
"UDEC > ZACB
DBE,> “BAEN .
‘DBE > “AEB,etc.

&

8.- The program noted _congruence between the angles such as ‘BEC =
‘BEA ‘EDB = 4E§A, etc.

B

9. The program applied the substitution law in (6) and (7), so it
'yielded {BE > lcss.“ | |

¢

A

N 10."ﬁffeﬁ'this&“tﬁemﬁfégfém“éame back to.the backwards procedure.

It found that a métching occurs‘wiyh case la, and reported
“Finish,® that is, proof is found. ‘ |

' An alternative to this was run, where insfead of ‘going back to
"Backwards ProductionS'.after‘the description it came back to "Return.”
Here the situation.givens~goal is matched to the enriched problem space
(as .in the previous example).s. |

| ’ ] |

Discpssign. In the "Description Productions, the order of, the
theorems was ' 'such that a quick solution was produced. Otherwise, the
solution would be found after the sepond or at most the third use of -

“Description by’ feedback description. We also omitted a large number

of theorems in the produotions, because they would not apply in this'-;~1

problem (so it would just be a pain for us to write them down, for

exaiple,” the theorems on parallels). But, if in spite of this, we had

Ywritten down all the theory of geometry in the form of the production

¥
$

is- 47 o
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system we refer £o here. a quité feasible task, then it is obvious that

the descriptlon of the geometry ‘problem included in the Method of

Descriptlon section, could have been made very easily by our program,

perhaps more easily than'lit was ‘made by the students.

4
H

48



4s.

Conclusion

Finally, some general requirements that should be fulfilled by a

good problem solver, either a computer pfogram or a human solver, are:
p . , . i} ; .*o . : o

1. In the\LIM, there should be all the required'knéﬂedge for the
problem {axioms, deflnltlons, theorems, etc.). As‘you cannot
produce energy from zero, so you cannot produca a new pié;e of
: knowledge from none. One could argue here that some of the'
requ!red knowledge can be built up by coﬁbining thé previous
thecrems axioms, etc. For instance, if there is a. chain of 40
theerems in an algebra textbook and we ask somdbody tc prove
the fortieth theorem by using only the first twenqy ones, one
could argue that the required knowledge exists, - since the
omitted theorems 'can -be  pr6§;3755t§, But since, aégié have
alfeady,said, every solution inéiudes, more or less, somewtfial

and - error, thg‘probabilipy«of succééding in a very iong chain

cf successful tfials is very small, if there are time ‘limits. .

(In the history of science, where no time limits exist, months
years, or even centuries have sometimes been needed. ) “

oy

i
2., The description method, as we have it here. The solver must be

~ able to apply the method easily.
- . . 4 - S
3. The method of getting out of loops. The solver must be able to

apply this method easily, too.

49
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4. Heuristic strategies are always welcome, because they can speed

up the way to the solutlon. They should be placed in the first

step of the des®-iption method, and they can be well adapted to

_our computer program,. as a part of the theory. They are more

valuable in practical matters, such as in the ‘usual

examinations 1n schools,. universities, etc., but are less

\ useful in real research, in original problems, and in domains‘

' #, ‘ ther‘ than the ones to which they refer. For example, algebra

strategies are almost useless for physics. S

" 5. e method d: subgoals. The solver should be able to decide aﬁ

4 .
the very first steps %f the description whether this powerful
method can be used. |

! ~ o

6. The working backwards method. The solver should know when and
- how to use it (see Wickelgren, 1974). .

‘ . , . e
- 7. The contradiction method. The solver, here,also, should know
when and how to use it (see Wickelgren, 1974). |

! . ¢

The three methods, (5), (6), and (7)., could be included in the

computer  program that we already presented, after a partial

differentiation of the production. We - have already used - the

contradiction method in solying two- problems.

4

L

50

S



‘Acknowledgements o o

Here I would like to say a few words about the three pecple who

have most 1nf1uenced ny ideas ;ﬁbout problem solving. First for G.

‘39}ya, I‘have to say that ‘he is_ the pioneeriﬁg father of prdb
_nsolving, whose books are an everlasting source of 1nspiration and
enjoyment for mg. Second, for W. Wickelgren. I want to emphasize this.
Some 5 or 6 notes from his “wa to. solve problems® struck ne and
fertilized other 1deas of mine, as they seemed to be on’ the same
"wavelength,” so that after a time, the ideas of this paper were born.
Third, for Jim Creeno, the only one I know personally, I have to say

that he was just the right person at this time.. He gave me thé right .
orientation for the further study of my methods, so I was able. to find

their—-framework and consequently to make them more steady and rigorous.

I wish to thank him here for the 1mmense amount of’ help he gave me.

\

S. Kalomitsines

Dec. 4, 1780"

S

S



- -y

- T e

References

R

Kaloﬁits;ines,, S. P, (1978) . NABETE HQE NA ATNETE NPOBAHMATA (Learn

how to solve prpblams) Athens: Anastasakis.

e

P St f S, .
[z - B ) e -

i

Kalomitsines, S .P. (1980).  Attack .your problem. Athems:  G.
Tsiveriotis. ‘ S B R :

-—

Newell, A. § Simon, H. (19‘72)‘ Human problem  selving. Englewoéci;-

.Cllffs;'NJ: f’rentlce—-Hall, Inc. 2 e

-

¢

Polya, G. (1980). How Lo solye it. New York: Ddubleday and Company.
Polya, G. (1962) . uathmmu discovery. Yolume J... Qn
understanding. = learning and :sashing'nnghlsm solving: wa York: John
" Wiley and Sons.

. ]
‘Rubenstein, M. (1975). &t problen selving. Englewdod Cliffs,
'NJ: Prentice-Hall, Inc. ' |

Schoenfeld, A. (1980) . Tééchfng problem-so‘_lving skills, American
Mathematical Monthly. BZ. (10) 794 - 805. |

Wickelgrep, W. A. (1979). Cognitive psychology. Englewood Cliffs,
NJ: Préntiée—}lall,, Inc. |

/

Wickelgren, W. A. (1974). HoW Lo sclve pmhlgms; San Francisco: W.

H. Freeman Company.

. . .
.
- B '
«
V . .



